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In this section, we present the supplementary materials
for Fantasia3D. We first show the additional generated re-
sults of our method in Section A. Subsequently, we pro-
vide more comparison results with DreamFusion [2] and
Magic3D [1] in Section B. We finally demonstrate the addi-
tional implementation details in Section C.

A. Additional results of our method
In Fig. 1, we present more results of zero-shot genera-

tion produced by Fantasia3D. Besides the photorealistic ap-
pearance, physically based reflectance effects can also be
observed in our results when changing the observation an-
gle, which are illustrated in our attached video.

B. Additional comparison
More qualitative comparisons. We conduct the ad-

ditional qualitative comparisons among DreamFusion [2],
Magic3D [1], and Fantasia3D in Fig. 2. Comparing our
method with Magic3D, we observe that our results are more
photorealistic with competitive geometries. We consistently
outperform DreamFusion in both appearance and geometry
generation.

User studies. We randomly selected 148 users to eval-
uate 10 meshes with the textures generated by three differ-
ent methods based on the same text prompt. Each user was
asked to respond to three questions: (Q1)“How closely does
the result match the text description?” (Q2) “How realistic
is the result?” (Q3) “How detailed is the result?” Tab. 1
displays the mean scores and standard deviations for our
method and two baselines, with the highest score intention-
ally highlighted in bold. Our proposed method, Fantasia3D,
outperforms the two baselines in all three questions.

C. Additional implementation details
We select camera positions (r, θ, φ) in the spherical co-

ordinate system, where r, θ, and φ denote the radius, el-
evation, and azimuth angle, respectively. To be specific,
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for a batch of s × l images, we partition the azimuth angle
φ ∈ [0, 2π] into l intervals of [ 2dπl , 2(d+1)π

l ] and uniformly
sample s azimuth angles in each interval. This results in the
constraint for the k-th viewpoint:

rk ∈ [rmin, rmax]
θk ∈ [θmin, θmax]

φk ∈
[
2dπ
l , 2(d+1)π

l

) , (1)

where rmin, rmax, θmin, θmax are hyperparameters that de-
cide the range of r and θ, and d = k mod l. In most cases,
we set rmin = rmax = 3, θmin = − π

18 and θmax = π
4 , and

sample the field of view from U(π7 ,
π
4 ).

For the DMTET initialization, we utilize the Open3D li-
brary [3] to calculate the signed distance function (SDF) for
each point in close proximity to the mesh surface. In our
experiment setup, the initialization procedure is not neces-
sarily required to achieve convergence and can be termi-
nated prematurely. The initialization process, which in-
cludes sampling the SDF and performing a coarse fitting,
typically takes approximately a minute and a half.

For the score distillation sampling, we sample t ∼
U(0.02, 0.5) and set w(t) = σ2

√
(1− σ2).
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Table 1. Mean opinion scores (1∼ 5) for Q1∼Q3

(Q1) (Q2) (Q3)

DreamFusion [2] 3.89 (± 0.82) 3.77 (± 0.79) 3.69 (± 0.75)
Magic3D [1] 3.88 (± 0.81) 3.78 (± 0.82) 3.96 (± 0.76)

Ours 4.03 (± 0.79) 4.38 (± 0.77) 4.44 (± 0.72)
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surrounded by a moat made of ice cream

A pineapple
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Figure 1. Results of our method. This figure showcases the generation results obtained from solely text prompts.
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DreamFusion Magic3D Ours

A marble bust of a mouse

An ice cream sundae

A ripe strawberry

A Mont Saint-Michel, France, aerial view

A plate piled high with chocolate chip cookies

Car made out of sushi

A silver candelabra sitting on a red velvet tablecloth, only one candle is lit

Figure 2. Comparison of zero-shot generation. Since DreamFusion and Magic3D do not have released codes, their results are obtained
by downloading from their project pages. Our results are more photorealistic with competitive geometries compared with Magic3d. We
consistently outperform DreamFusion in both appearance and geometry generation.
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